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1 Executive Summary

An Invitational Workshop on Distributed Information, Computation, and Process Manage-
ment for Scientific and Engineering Environments (DICPM) was held at the Hyatt Dulles
in Herndon, Virginia, USA, on May 15-16, 1998. The workshop brought together domain
specialists from engineering and the ocean, atmospheric, and space sciences involved in the
development and use of simulations of complex systems, and computer scientists working
on distributed repositories, visualization, and resource management. The objective was to
formulate directions for further research efforts to facilitate effective collaboration and to
help increase access to information and sharing of results and tools useful in large-scale,
distributed, multidisciplinary scientific and engineering environments.

Funding for the workshop was provided by the National Science Foundation (NSF). The 51
participants were drawn from academia (35), industry (4), and government (12), including
program managers from NSF, National Aeronautics and Space Administration, National
Institute of Standards and Technology, and National Oceanic and Atmospheric Administra-
tion. The final detailed report of the workshop will be available after September 30, 1998,
at the workshop web site (http://deslab.mit.edu/DesignLab/dicpm/).

1.1 Motivation

The simulation of complex systems encompasses many domains, including physical systems,
such as the oceans and the atmosphere, with a large variety of interacting processes and
dynamic geophysical, chemical, and biological phenomena at disparate spatial and temporal
scales. Additionally, these simulations may include sophisticated man-made systems en-
countered in the design and manufacturing of land, air, space, and ocean vehicles. Research
advances in the areas of complex systems generate new requirements for computational en-
vironments and infrastructure.

1.2 Workshop Themes

For motivational background, a series of formal presentations were given to a plenary session
on topics such as distributed and collaborative systems, multidisciplinary scientific sim-
ulation, metadata for data and software, distributed workflow and process management,
scientific and engineering archives and repositories, and engineering standardization efforts.
Following these presentations, small focused breakout groups met to discuss specific issues
and suggest avenues for future research efforts. This was followed by summary presentations
by the chairs of the workgroups to a final plenary session, which was followed by an overall
discussion.

Although many diverse views were aired, a consensus did emerge that the major problems
inhibiting the widespread exploitation of multidisciplinary collaboration in scientific and
engineering analysis and simulation were threefold:
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1. Insufficient support for computational infrastructure to make accessible information
for interpretation and sharing of results and tools;

2. Institutional barriers to multidisciplinary cooperation (e.g., educational focus, publi-
cation policy, promotion criteria, funding, etc.); and

3. Communication barriers stemming from narrow specialization of technical expertise
and experience (e.g., domain science vs. computer science, theoretical science vs. ap-
plied science, industry vs. academia, etc.).

1.3 Conclusions and Recommendations

Towards alleviating these barriers to effective multidisciplinary activities, the workshop led
to the following proposals:

1. The allocation of support and incentives for multidisciplinary projects by the appropri-
ate facilitators in the research community, industry, and government, which will foster
cooperation between computer and domain scientists, and encourage team-based ap-
proaches to multidisciplinary problems;

2. The establishment of a national (and possibly, international) digital library for the
physical, biological, and social sciences and engineering, which will help disseminate
research knowledge and resources beyond conventional domain boundaries; and

3. The establishment of a global distributed information registry and repository (a “vir-
tual scientific marketplace” [7]) for experts, tools, and procedures, which will facilitate
multidisciplinary collaboration.
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3 Introduction
By focusing on topics such as:

e Application of digital library technology to disseminate the results of scientific simu-
lations

e Metadata models and search /retrieval mechanisms for scientific software and data

e Networking issues for transparent access and sharing of data, including automatic
generalized data translation, and remote software invocation

e Emerging standards for distributed simulations

e Management and visualization of complex data sets

the workshop produced this advisory document outlining open problems and proposed av-
enues of research in these areas. The application of further research efforts along these
lines will help to increase the availability, effectiveness, and utilization of large-scale, cross-
disciplinary, distributed scientific systems.

The simulation of complex systems encompasses many domains, including physical systems,
such as the oceans and the atmosphere, with a large variety of interacting processes and
dynamic geophysical, chemical, and biological phenomena at disparate spatial and temporal
scales. Additionally, these simulations may include sophisticated man-made systems encoun-
tered in the design and manufacturing of land, air, space, and ocean vehicles. Some of the
related computer science issues include:

Cross-domain query translation

Disciplinary and interdisciplinary ontologies and information modeling

Distributed resource recovery

Large-scale computational infrastructure providing the necessary services and perfor-
mance
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4 Major Themes Discussed

4.1 Research Environment

To illustrate the importance of the workshop theme, we present two scenaria showing how
advanced distributed information systems can lead to a new generation of systems and
capabilities in the fields of ocean science and collaborative engineering. Other scenaria could
just as well have been presented in the areas of meteorology, space weather, seismic networks,
distributed medical applications, or biology.

4.1.1 A Scenario for Ocean Science

Ocean science and technology is at the threshold of a new era of important progress due to
the recent feasibility of fundamental interdisciplinary research and the potential for appli-
cation of research results. The fundamental research areas today include bio-geo-chemical
cycles, ecosystem dynamics, climate and global change, and littoral-coastal-deep sea inter-
actions. The development and application of multiscale, multidisciplinary Oean Observing
and Prediction Systems (OOPS) will substantially accelerate progress and broaden the scope
of such research. The OOPS concept involves a mix of advanced state-of-the-art interdis-
ciplinary sensor, measurement, modeling, and estimation methodologies, as well as major
systems engineering and computer science developments [20]. The development of OOPS
utilizing distributed oceanographic resources will significantly increase our national capabil-
ity to manage and operate in coastal waters for civilian and defense purposes, including:
pollution control (e.g., outfalls, spills, harmful algal blooms); public safety and transporta-
tion; resource exploitation and management (e.g., fisheries, oil, minerals); and maritime and
naval operations. Moreover, the general design principles of a distributed information sys-
tem architecture will be applicable to analogous systems for field estimation in other areas
of earth science research and management, e.g., meteorology, air—sea interactions, climate
dynamics, seismology, and to other fields in which distributed systems are essential.

Real-time operations begin with a definition of the objectives and a review of the current
state of knowledge. Decisions are taken on the processes and scales to resolve, and on
which multidisciplinary aspects (physical, chemical, ecosystem, etc.) to include. These
decisions are driven largely by the assembled pre-operation state of knowledge. The physical
characteristics (topography, water masses, etc.) and dominant processes (currents, winds,
tides, and ecosystem) need to be understood. Available data is gathered and previous
modeling results are examined. A relevant OOPS can be defined and assembled with the
appropriate remote and in situ sensors and models. The OOPS is tested and refined with
Observational System Simulation Experiments (OSSEs). The models are initialized with the
historical synoptic and climatological data and acted upon by the present forcings. Initial
field estimates and sampling strategies are made. During the real-time operation, newly
acquired data is assimilated into the models. Field estimates and sampling strategies are
adapted
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A distributed information system for ocean processes (DISOP) can improve real-time opera-
tions by: (1) transparent transmission and ingestion of data; (2) use of distributed computa-
tional resources; (3) improved data reduction and interpretation; and (4) increased potential
for autonomous operations. Consider a hypothetical scenario in which a multidisciplinary
survey is carried out in a region which includes the Middle Atlantic Bight to the Gulf Stream
Ring and Meander Region. Using the DISOP system, the historical physical /ecosystem data
is transparently gathered from multiple sites. An OOPS is defined with appropriate data
gathering platforms and models, then refined with OSSEs. Pre-operational field estimates
are constructed using distributed computational resources. Data gathering begins with the
large-scale context coming from remote satellite sensing and aircraft flights. Synoptic sur-
veys are performed with ships, Autonomous Ocean Sampling Networks (AOSNs) [6], and
acoustic networks. Data from these varied platforms is gathered via the DISOP system and
readily assimilated into the models. The information contained in the simulations is reduced,
distributed, and configured to the various specific needs of scientists and decision makers.
Automated processes collect the results and error assessments and optimally adapt sampling
plans. Autonomous underwater vehicles (AUVs) download their new missions automatically.

Present and future ocean observing and prediction systems require tremendous computing
and network resources. To implement the system functionalities described in this example
will require computing capabilities that are at least several orders of magnitude greater than
current state-of-the-art, including: identification and gathering of multidisciplinary data
distributed in the network; preparation and fine tuning of the OOPS and its components
via extensive simulated experiments; ingression/assimilation/integration/egression of data
during operations; automatic work flow management; and distribution of the results. The
experience gained with the use of a prototype information system in realistic simulated
and real-time set-ups will stimulate and expand the conceptual framework for knowledge
networking and the scope of new computational challenges for ocean science.
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4.1.2 A Scenario for Collaborative Engineering

In today’s global economy, large-scale engineering and construction projects commonly in-
volve geographically distributed design teams, whose members must communicate with each
other in synchronous and asynchronous ways, accessing highly complex design databases
and catalogs, and interacting with customers, stylists, suppliers, and manufacturing experts.
Each of these groups of people use different tools to manipulate, evaluate, and annotate
product models. Current generation computer-based tools for collaboration and data shar-
ing impose considerable and undue limitations on the productivity of these teams, and
possibly on the quality of their products.

For example, the design and manufacture of a new automobile involves a conceptual design
phase, which usually includes external body styling, the engineering of the body and its
internal structure, the engine, and different control and mechanical subsystems, lights, and
interior. These design activities are usually handled by different groups in the organization,
all of whom need to coordinate their design decisions and to involve external contractors or
manufacturing departments.

The design cycle of an automobile relies upon a very complex and repetitive flow of informa-
tion between the various design groups. For instance, usability tests may lead the “interior
design” team to lower the windshield, which may conflict with styling considerations, im-
pact the aerodynamics of the automobile, or impose new constraints on the engine layout.
Resolving conflicts such as these typically requires a series of cycles through which the differ-
ent design and manufacturing teams progressively refine their understanding of each other’s
design constraints in search of an overall optimal compromise. These discussions are full
of references to the product features (e.g., shape and position of features, manufacturing
and maintenance processes, etc.) and are thus difficult to perform via electronic mail, voice
mail, or telephone conversations. Furthermore, these negotiations and collaborative deci-
sions must be fully integrated within the established design process and must be properly
captured and documented for future reference. Clearly, geographically distributed teams
must rely upon communication and collaborative decision making tools that fully integrate
access to the 3D product model with mainstream documentation and both synchronous and
asynchronous communication tools. Members of the design team must be able to quickly
inspect the results of the latest engineering changes, compare them to previous alternatives,
discuss them with others, and capture these discussions in text, “red-line” mark-up, or voice
annotations of the 3D model.

Such capabilities depend heavily on geometric compression technologies for accessing re-
motely located product models, whose complexity grows much faster than the communica-
tion bandwidth. They also require graphic acceleration techniques that support the real-time
rendering of complex models on personal computers. To be effective, they must also offer
easy-to-use graphic interfaces for manipulating the view, the model, and the annotations.
Finally, they must be seamlessly integrated with personal productivity and communication
tools. For example, a designer may receive an electronic mail message that opens a 3D
viewer, quickly download the appropriate subassembly model, and proceed to describe an
engineering problem using references and red-lining over the model. The designer will ini-
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tiate a teleconference and discuss the problem with others while jointly manipulating and
pointing to a shared 3D model. During their discussions, they may need to browse com-
ponent catalogs or databases of prior designs, or to integrate new components directly into
their new design. Finally, they will want to document the result of this interaction and
append an engineering change request to the master product model database.

In summary, we must develop effective tools that will give engineers the ability to access,
visualize, and annotate highly complex models, and the ability to generate, document, find,
and customize reusable design components. These tools must be interactive, easy-to-use,
and well integrated in the overall work flow. The development of such tools for a given
domain requires a combination of:

1. A thorough understanding of domain practices and needs;
2. A firm grasp of the principles of remote collaboration and visual communication; and

3. Advances in computing technologies in a variety of computer science areas, including
data compression, visualization, human-computer interaction, remote collaboration,
digital libraries, and design automation.

4. Data exchange standards and efficient compression and memory utilization techniques
to facilitate the detailed representation of complex objects for manufacturing processes.

4.2 Facilitating Multidisciplinary Collaboration

In order to develop technology and tools that will truly support the management of dis-
tributed information, computation, and processes for scientific and engineering environments,
three different kinds of people should come together and play distinct, yet mutually support-
ing, roles.

First are the domain scientists and engineers, e.g., climatologists, biologists, oceanographers,
electrical, mechanical, civil, aeronautical engineers, etc. Their needs are the driving force
behind any efforts that result from the DICPM workshop. The whole purpose is to provide
technology so that larger-scale and more sophisticated scientific and engineering problems
may be addressed by the members of this group.

Second, the computer scientists, whose role is to develop new computational environments,
motivated by the needs of the domain scientists and engineers. Of course, even if the com-
puter science research is driven by the scientists’ and engineers’ needs, the goal is also to
advance computer science as a discipline in its own right.

Finally come the facilitators, i.e., the government funding agencies, professional societies,
standards organizations, and industry foundations that support research and development
activities. They typically provide the means and organizational infrastructure for the scien-
tists and engineers to achieve their goals.

The following technologies seem to be relatively ubiquitous and of high importance (given
in arbitrary order):




DICPM Major Themes Discussed

May 15-16, 1998 Research Themes

e Easier Identification, Access, and Exchange of Data and Software: International repos-

itories and banks should be created that would store important datasets and software
tools, increasing the reuse of such valuable resources. Members of the community
should be able to deposit the results of their efforts in such banks, a validation mech-
anism should check to make sure that the deposited data and software meet certain
standards, and the material should then become available to the community. Iden-
tifying “general” validation mechanisms and search strategies for data and especially
software are key technical challenges for this to become possible.

Easier Coupling of Models: Modern science requires the integration of many different
models that solve individual problems and are geographically distributed at different
sites, so that more complex problems may be solved. Coupling “arbitrary” software is
a significant technical challenge: for these models to work together mechanisms must
be developed for specifying their interaction patterns.

Easier Management and Monitoring of Processes: In conducting large-scale (or even
small-scale) experiments, one must be able to specify, monitor, and generally manage
the flow of control and data during the experiment, including all interactions with
humans, models, and physical instruments. This raises several technical issues, some
of which are shared with typical business-oriented workflow management and others
that are unique to scientific experimentation environments.

Increased Collaboration: The phenomenon of multiple people needing to work together
on a problem is more and more common in scientific research. Improved technology is
needed for facilitating such collaboration, which may be of one of two forms: static,
which mostly requires off-line exchange of arbitrary material, i.e., software, data, meta-
data, publications, etc.; and dynamic, which requires the ability for multiple actors to
manipulate the same “object” simultaneously. Additional tools are also needed to
manage the collaborative process.

Increased Computing Power: Despite the tremendous advances in processor speed of
the last few years, scientists’ hunger for more computing power never ceases. The
complexity of forthcoming experimental studies will require many more cycles than
are currently available to scientists. Faster processors and larger parallel systems seem
necessary to address these increased demands.

New Algorithms: The expanded and multidisciplinary nature of experimental studies
requires modeling of phenomena, systems, and behaviors that are significantly more
complex than in the past. For several of them, current algorithms are unsatisfactory
and new, efficient ones must be developed. In addition to these problem-specific al-
gorithmic needs, the geographic distribution of scientific teams and/or computational
facilities gives rise to a general demand for the development of algorithms that are
naturally distributed, i.e., they are specifically suited to use distributed computing
facilities.

10
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4.3 Research Themes
4.3.1 Integration, Heterogeneity, and Reusability

As was made apparent in the ocean science and collaborative engineering scenaria presented
above, future advances in the scope, quality, and productivity of scientific and engineering
activities will depend upon the close integration and reuse of cross-domain data, proce-
dures, and expertise. Ubiquitous network connectivity provides some advantages towards
achieving this goal, for example, direct access to geographically dispersed co-workers and
data sources. However, this ease of communication has also encouraged the proliferation of
widely distributed computational resources without any universal mechanism for resource
discovery. Furthermore, the extreme heterogeneity of these dispersed resources poses an ad-
ditional problem in terms of the compatibility and translation between processors, operating
systems, implementation languages, data formats, etc.

To avoid unnecessary duplication while at the same time allowing the widest possible dis-
semination and use of scientific and engineering resources (both data and software), these
resources should be collected in distributed public repositories. There are two possible mod-
els for designing and implementing information repositories: product-oriented and service-
oriented. A product-oriented repository contains actual resources (e.g., data files, software
in source code or executable format, etc.) that can be downloaded to a user’s computer,
where they can be used or incorporated into complicated process flows [8, 2]. Under the
service-oriented model, resources do not move between the repository and the user; rather,
the user sends a request to the repository, which finds the appropriate resource to service the
request and then returns the result to the user [4]. While the product-oriented model may
be more appropriate for legacy resources, it does require a higher level of computer systems
expertise to use (e.g., compilation, including modification of machine-dependent characteris-
tics of the software, the system command language, etc.). The service-oriented model helps
to insulate the domain scientist or engineer from these details, accepting service requests
phrased in the terminology of the problem domain. One important issue that remains to be
resolved is the question of long-term maintenance of such a repository: who will manage the
repository, for how long will it be maintained, and who will cover the costs?

CORBA (Common Object Resource Broker Architecture) [12, 23] is a standard object-
oriented architecture for “middleware,” which manages communications between distributed
clients and servers transparently, and enables different applications to use standard mech-
anisms for locating and communicating with each other. Java [15] provides a language in
which to develop portable applications that may freely interoperate on all important com-
mercial platforms. Although these technologies are necessary enablers of the distributed
collaborative environments that scientists and engineers need, they cannot satisfy all needs.
Additional work is necessary in the following research areas:

e Efficient distributed indexing of available resources, through flexible, fault tolerant
distributed data structures.

e Brokerage services that will enable service providers (e.g., data store administrators,

11
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modelers, video-conferencing service providers, on-line educators, etc.) to advertise
their resources and the conditions under which they may be accessed, by which users
can match their needs with the services offered.

e Quality of Service (QoS) enforcement, that will allow service providers to fulfill their
Service Level Agreements (SLAs) (e.g., bandwidth and processor time reservations for
live video feeds, response time constraints, etc.) with information consumers such as
individual researchers, professional societies, or universities.

e Mediators that can translate and possibly decompose higher-level or domain-specific
queries into lower-level or legacy queries, and wrappers for data conversion.

4.3.2 Metadata and Tools for Reusability

Metadata means “data about data” or “information about information.” The descriptive
metadata fields can be different in nature. Some fields (such as titles) contain mostly termi-
nology, some contain uninterpreted attributes (e.g., creator name), and others contain more
structured information (e.g., numeric values, dates, and format or protocol specifications).

The Dublin Core and the Warwick Framework [10, 17] are a first step at establishing a
metadata classification. They define a minimal set of optional fields that can describe an
information object. XML [3] is becoming increasingly adopted as a common syntax for
expressing structure in data. Moreover, the Resource Description Framework (RDF) [22], a
layer on top of XML, provides a common basis for expressing semantics.

In addition to the Dublin Core and XML, which are efforts to provide a universal set of
verbs or a universal syntax for expressing metadata, there have been efforts by various sci-
entific communities to define their own metadata standards. For example, the geospatial
community has defined the FGDC (Federal Geographic Data Committee) Content Standard
for Digital Geospatial Metadata [5], the biology community has defined the NBII (National
Biological Information Infrastructure) Biological Metadata Standard [14], and the acoustics
community has agreed upon a standardized terminology [1]. These efforts are expected to
continue and spread across all areas of scientific endeavor and should be encouraged and sup-
ported. Furthermore, metadata standards within each scientific community must also strive
to address the problem of providing standardized descriptions of program functionalities.
These descriptions will greatly increase legacy code reusability.

Tools need to be developed that facilitate cross-domain scientific work by addressing the
problem of terms that have different meanings for different communities. At the very least,
cross-domain thesauri should be built and maintained. Eventually, multilingual concerns
will also need to be addressed to satisfy the needs of a worldwide scientific community.

12
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4.3.3 User Interfaces and Visualization

Interactive visualization already plays an important role in manufacturing, architecture, geo-
sciences, entertainment, training, engineering analysis and simulation, medicine, and science.
It promises to revolutionize electronic commerce and many aspects of human-computer in-
teraction. In many of these applications, the data manipulated represents three-dimensional
shapes and possibly their behavior (e.g., mechanical assemblies, buildings, human organs,
weather patterns, heat waves, etc.). It is often stored using 3D geometric models that may
be augmented with behaviors (animation), photometric properties (e.g., colors, surface prop-
erties, textures, etc.), or engineering models (e.g., material properties, finite element analysis
results, etc.). These models are increasingly being accessed by remotely located users for a
variety of engineering or scientific applications. Thus, since these 3D models must support
the analysis, decision making, communication, and result dissemination processes inherent
to these activities, considerable progress is required on the following three fronts:

1. Access and visualization performance for complex datasets
2. Easy-to-use and effective user interfaces

3. Integration with knowledge discovery (e.g., data mining) and sharing tools

We must provide the support technologies for quickly accessing models via the Internet and
for visualizing them on a wide spectrum of computing stations. The number and complexity
of these 3D models is growing rapidly due to improved design and model acquisition tools, the
wide-spread acceptance of this technology, and the need for higher accuracy. Consequently,
we need a new level of tools for compressing the data and for inspecting it in real-time
at suitable levels of resolution. Although in some applications, such as manufacturing and
architecture, it may be obvious how the data should be displayed, other applications (e.g.,
medicine, geoscience, business, etc.) require that the raw data be interpreted and converted
into a geometric form that illustrates its relevant aspects. This interpretation often requires
considerable computational resources and domain expertise.

Because engineers and scientists must concentrate on the data they need to inspect, manip-
ulate, or annotate, and because they cannot waste their time waiting for a graphics response
or trying to set up a suitable viewing angle, the user interfaces that support these activities
must be easy-to-use and highly effective. Although much progress has been made in virtual
reality, immersive head-mounted or CAVE set-ups are often expensive and impractical. A
new generation of 3D interface technologies is needed for personal computers, which are be-
coming increasingly mobile. The mobility of computing platforms raises important research
issues in itself.

Although the availability of precise 3D models permits the automation of a variety of analy-
sis and planning tasks, their primary role is generally to help humans gain scientific insight,
make design decisions, and disseminate the results of their work in support of collabora-
tion and education activities. Current generation design, documentation, and library tools
require significant investments from users who want to make their work accessible to and
reusable by others. Therefore, it is imperative to automate some of this documentation and
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preparation work and to integrate the access and manipulation of 3D models with a variety
of communication tools including electronic mail, text editors, web publishing, product data
management, shared bulletin boards, and digital libraries. A major difficulty lies in the
development of practical tools for describing the data at a syntactic and semantic level and
for using these descriptions to automate database access or format conversions.

4.3.4 Navigation and Data Exploration

There is a clear need for a new generation of user query interfaces for scientific databases.
These interfaces must be designed such that the novice user (“domain scientist”) can quickly
and intuitively acquire expertise in the use of the query system. To support new query
languages, database data models also need to support naturally scientific data formats and
structures. The interface should be natural to the domain scientist and may include textual,
video, voice, or gestural input.

One particular theme that seemed to arise from many discussions was that queries may
be more navigational than set-oriented, which is what most database scientists envision.
Navigation should allow the domain scientist to examine singular data sets as well as to
combine data sets in more complex ways, possibly through functional or domain specific
interfaces. For example, an oceanographer may be interested in seeing how a dataset con-
taining temperature versus depth data relates to biological activity at various depths. The
query engine must be able to “answer” these types of queries as well as conventional queries
over a relational or distributed heterogeneous database.

In addition, given the exploratory nature of scientific analysis, it is important for the user
interface to facilitate navigation so that the user focuses on the scientific task and not on
the database interaction. Important in this regard are the issues of navigation context and
data/query fusion. Regarding the former, database systems should maintain the history of
a navigation so that easy-to-specify query deltas may be unambiguously interpreted within
that context and based on where the user currently is. Regarding the latter, database systems
should allow users to be “immersed” into data sets and query/navigate them through actions
directly on them instead of through explicitly specifying a query.

Instead of navigational queries or conventional queries, some researchers suggest the need
for data publishing instead of data queries. They view the problem of scope as one not easily
solved (“I cannot find the information I want, since I don’t know where to look”). One solu-
tion is to have domain scientists electronically publish their data sets, or to establish services
at some number of repositories, where data sets can be viewed, retrieved, or distributed to
subscribers.

The important issue underlying all of these possibilities is that of interoperability: How can
we provide query languages that integrate distributed heterogeneous multimedia information
and deliver this information in ways amenable to scientific discovery? It is not sufficient
simply to provide data to the user; the system must deliver information in a manner from
which the domain scientist can easily formulate and execute additional derived queries.

14



DICPM Major Themes Discussed
May 15-16, 1998 Research Themes

4.3.5 Data Mining of Large Datasets

Information is data with semantic associations. It is therefore imperative that stored data has
not only structural metadata associated with it, but that semantic metadata is also associated
with the data so as to facilitate domain-specific information acquisition and discovery. For
scientific databases this semantic information typically takes the form of added metadata
preceding the domain-specific (or even program specific at times) data that is to be used in
data mining operations as well as in query processing.

Data mining is an important component of scientific information discovery within large
domain-specific data sets. The issue is in the size of the data sets to mine and how to
mine information efficiently versus coded sequences as is found in conventional data ware-
houses used in mining. To better investigate the issues of scale one needs to look first at
the formats of the information to be mined. Typically, domain-specific scientific data has
associated with it numerous metadata fields that describe pertinent information about the
scientific information, for example, who generated the information, how it was generated,
what is the confidence level of the information, etc. This meta-information along with con-
ventional metadata should be used to enhance mining. Conventional mining techniques
wrapped around information coding, fixed common context, and pattern analysis need to be
augmented to allow the natural use of domain data sets.

If data mining is to be useful for domain scientific knowledge discovery, then new means
of codifying information or naturally searching and analyzing data in raw format must be
developed. For example, the intersection of pattern recognition, data compression, and data
mining algorithms must be accomplished. A desirable function for many domain scientists
would be the ability to discover new common features within correlated data sets. One main
issue to domain scientists is conventional data mining’s ability to scale-up and be useful with
highly distributed heterogeneous data sets.

4.3.6 Distributed Algorithms for Search and Retrieval, Pattern Recognition,
and Similarity Detection

Pattern recognition seeks to discover information (features) from either visual information
or some other data format such as a data table or multidimensional data set. To accomplish
this, it is necessary to “restate” information in unusual or different forms, so that patterns
in structure or state may emerge or be discovered. The algorithms of interest to the DICPM
workshop do not deal with simple pattern recognition in a local data set, but rather, with
recognition within a very large heterogeneous and widely distributed multidimensional data
set.

To support pattern recognition, new visualization and query navigation tools are required to
allow the non-expert to use and discover knowledge from visual and multimedia data. Pattern
recognition relies on the ability to express meaningful queries over the stored information.
For example, patterns inhabit some region in space and time defined by its variables. This
feature space can be examined to look for boundaries, spatial constraints, distances from
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some mean, nearest neighbors, partitions, etc. The idea is that if data can be described as
being related to a simple feature or more complex feature group then patterns of similar
form can be discovered from previously unknown information.

Many researchers have indicated a desire to see visualization in the form of pattern recog-
nition applied together with data mining tools to further enhance the domain scientist’s
ability to learn and acquire previously unknown knowledge from raw data. In addition, it is
desirable for the domain scientist to have the capability to easily use the tools without the
requirement of becoming a “computer professional.” For example, oceanographers wish to
study how nutrients, physics, and biological entities of interest interact with higher trophic
bodies over some time frame, but do not wish to be required to know how to code visual-
ization or mining algorithms to accomplish this. They simply wish to be able to select the
time frames and parameters of interest and let the machine deliver the information to them
in useful forms.

The form of these and many other queries is to “find something like this pattern or object”
within a particular collection of data sets. To be effective, the pattern recognition tools
must be able to operate within a distributed environment, be highly operable on spatial and
temporally based heterogeneous data sets, and be dynamically alterable by the user if they
are to become widely useful to the domain scientist.

4.3.7 Modes of Collaboration

Progress in science and engineering requires two types of communication:

1. Two-way synchronous and asynchronous communication between geographically dis-
tributed collaborators, members of a design team, or of a scientific project; and

2. One-way asynchronous dissemination of research results or design solutions for other
practitioners to reuse in their own research efforts or design activities.

Currently, both types rely primarily on traditional media (e.g., text, images, blue-prints, etc.)
and on access to simulation datasets or design models. In such a setting, communication is
significantly less effective than when the collaborators are co-located and can discuss face-to-
face, while pointing to specific features of a dataset or specific components of the design. It
is therefore important to provide scientists and engineers with a new generation of easy-to-
use communication systems that integrate such “natural” media (such as voice and gesture)
with the geometric and visual representations of simulation results or design components.
Furthermore, it is important to understand how and when such natural media should be
used, and how they are related to evolving collaboration practices and with other personal
productivity and electronic communication tools. In dealing with the types of highly mobile
computing platforms that are becoming available, the role of process management of the
collaborative enterprise becomes increasingly important.
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4.3.8 Performance Issues

Domain scientists and engineers will increasingly conduct their work through the Internet.
All aspects of the scientific and engineering enterprise, including the writing of research
papers, scheduling of on-line interactive collaborations, videoconferences, and remote exper-
iments, will be performed over networks, making severe demands on CPU power, bandwidth,
and throughput of a hitherto unknown magnitude. Significant research effort is needed to-
wards achieving the goal of providing domain scientists with appropriate scheduling tools,
mechanisms, and functionalities with Quality of Service (QoS) offerings (for example, band-
width reservation schemes, packet loss probability enforcement schemes, Service Level Agree-
ment mechanisms provided by networks and operating systems). Use of market mechanisms
[11, 18] should be investigated in addition to other possible paradigms for on-the-fly resource
allocation.

Any effective load balancing and scheduling mechanism should rely on extensive monitoring
and tracking of workflow states, transitions, and events. Research should be conducted on
how to trace records originating from remote parts of a heterogeneous distributed system.
This information should be correlated to provide adequate information about contention and
usage of network resources (both hardware and software). This information should further be
correlated to yield insights into delays experienced by the users of the network. In addition,
proper interfacing and visualization of flow monitoring information [13, 21] helps the users to
have a direct understanding of the system’s performance. Effective caching and replication
schemes should be used to alleviate network traffic and minimize response time [16].

Parallel batch processing environments such as PVM and Condor [9, 19] will become ubiqui-
tous as people increasingly make use of the power of networks of workstations and of parallel
supercomputers. Difficult problems of heterogeneity and code parallelization will continue
to plague the community, unless a research effort in this area provides the needed solutions.

4.3.9 Scale Issues and Compression

When exchanging over a network the large amounts of data required by many scientific
and engineering applications, bandwidth limitation becomes a major concern. One way
around this problem is to improve the compression schemes utilized to reduce the size of
the information before transmitting it, essentially trading off CPU cycles at both ends for
increased bandwidth. Besides general compression methods in widespread use today, re-
searchers have shown how specific algorithms that minimize data redundancy in specific
domains may achieve even greater efficiencies.

Unfortunately, data compression has a cost in producing terse data collections that are much
harder to understand and process because of the removed redundancies. Additionally, these
methods may occasionally fail to provide the desired information fast enough, or they will
provide the entire dataset when some simplified version might have sufficed. Multiresolution
techniques complement compression by providing many levels of detail of the same dataset,
so that the data can be accessed according to the needs of a problem domain. One specific
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kind of multiresolution also affords incremental data transfer, where a quickly delivered rough
approximation is superseded by subsequent refinements. (One prominent example of this
technique is the use of interlaced web page images that gradually gain increased definition
while letting the user proceed with his or her work.)

4.4 Issues for Facilitators

In moving in the directions and towards the goals suggested here, it will be necessary to
address and perhaps change the ways in which the research community, industry, professional
associations, and government funding agencies have traditionally operated. Attendants at
the DICPM workshop had numerous concerns and recommendations in this context that
emanate from a perception that the framework in which their work is presently funded,
conducted, and evaluated does not favor the pursuit of complex interdisciplinary endeavors.
Issues that were explicitly raised include:

e Building inter- and multidisciplinary research teams.

Setting up a team to work on a broad, multidisciplinary problem involves larger costs
and greater effort. Members of the group have to work to find a common language or
to be able to understand each other’s language, concerns, constraints, etc. Since these
efforts are neither valued nor encouraged, young researchers tend to shy away from
these types of projects.

Furthermore, even when such a team can be put together and is willing to go forward
with a challenging project, finding funding for the project is difficult, since funding is
generally allocated along pure disciplinary lines. Moreover, the fair and objective eval-
uation of such projects entails higher complexity, requiring teams of evaluators with
similar (or even more extensive) multidisciplinary backgrounds. Also, the recommen-
dations from diverse evaluation teams may be difficult to reconcile and merge.

e Rewards, publications, tenure, promotion

The standards by which a researcher’s work is measured today also tend to discourage
the undertaking of extensive multidisciplinary projects. Because of the extra costs
discussed previously, the rate at which publications can be produced in these environ-
ments may be lower (or at least may be foreseen as being lower). It may also be more
difficult to get them published because of the lack of adequate forums. Since publica-
tions have a direct impact on all currently accepted mechanisms of promotion, this is
an important hurdle, especially for younger researchers. If multidisciplinary projects
are to prosper, it will require institutions to rethink their policies and establish premi-
ums to leverage these (perceived) difficulties and make these projects more attractive
to all researchers.

e Resources for software development and maintenance

It is not the same to develop software in isolation to test an idea or prove a concept
than to solve problems in an heterogeneous and multidisciplinary team. The latter
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requires much more effort in the areas of usability and robustness of the software,
and furthermore, requires more substantial efforts in software maintenance and user
support. These efforts are generally associated with commercial, rather than research
software, and have a high cost that research teams are not currently able to cover. This
is an important issue that will have to be addressed when formulating funding policies.
However, in response to adequate funding for multidisciplinary software development,
the result should be in the form of more reusable and sharable code from which other
groups or industries can benefit.

e Resources for producing usable data

As with software, raw data requires a large and sustained effort in terms of organization,
documentation, cleaning, and archiving in order for the data to be usable by others
than those directly or closely involved in its collection. This is not unrelated to the
current debate on the public availability of data originating from government funded
research. To achieve long-term availability, use, and reuse of the data, the extra cost
of making it usable will have to be met, most likely by government funding agencies,
professional societies, and possibly, the end users.

e Resources for usability and reusability of software

It is not sufficient merely to build more robust and portable software. For these
software products to be reused in diverse remote contexts, a ubiquitous distributed
communications infrastructure is necessary. This capability will require substantial
initial effort to establish, and should also include adequate tools to make it possible to
easily discover appropriate hardware and software (data and programs) resources.

e Survey of data format usage (what, why)

In order to establish a baseline for measuring future research and product deployment,
it is advisable to conduct an extensive survey to determine the data and software
formats being used currently (or being planned) in various scientific and engineering
domains, and the reasons why they have been chosen. A broad survey of this nature
would allow for more rational planning in trying to bring together the necessary in-
frastructure for the future open exchange and sharing of large datasets and software
systems among the scientific community. This survey is suggested in the conviction
that for these efforts to succeed, we will need to accommodate current practice, rather
than trying to force new and different methodologies upon research groups.

It is in part by devising appropriate policies to meet these challenges that we may expect to
succeed in fostering the most advanced broad-spectrum multidisciplinary research efforts in
the near future.
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Conclusions and Recommendations

A number of specific barriers to effective multidisciplinary activities have been identified.
These barriers can be characterized as computational, structural, and social.

Computational. reliable and supported tools do not currently exist to facilitate the coop-

erative and collaborative sharing of data and software by domain scientists.

Structural. Except for some recent programs, such as the NSF Knowledge and Distributed

Intelligence (KDI) Initiative, current funding mechanisms and career development
practices favor narrowly focused research activities.

Social. Perhaps most fundamentally, there has been little emphasis placed on multidisci-

plinary cooperation by the members of the research community. Through education
and practice we have preferred to develop and exercise expertise in narrow topic areas.
Until this attitude can be changed, improvements in the first two areas will have little
impact.

Towards the goal of removing these barriers, the DICPM workshop participants propose the
following suggestions:

. To address the structural barriers to effective multidisciplinary activities, the appro-

priate facilitators in the research community, industry, and government can foster
collaborative research by providing funding explicitly for multidisciplinary projects,
extending the scope of the few such initiatives currently in place.

. Additionally, to relieve related social barriers, the facilitators must find the means

to provide financial support and career incentives to foster cooperation between com-
puter scientists and domain scientists, and to encourage team-based approaches to
multidisciplinary problems. These collaborations should occur at both the national
and international levels. International cooperation is expected to be enhanced by pro-
grams such as the New Vistas in Transatlantic Science and Technology Cooperation
recently initiated by the US and European Union.

. In an effort to provide widespread dissemination of research knowledge beyond conven-

tional domain boundaries, reducing the social barriers to collaboration, the research
community, professional societies, industry, and government should help to establish
a national (and possibly, international) digital library for the physical, biological, and
social sciences and engineering.

. To further reduce the computational barriers to collaboration, the facilitators should

cooperate to establish a global distributed information registry and repository (or
“virtual scientific marketplace” [7]) for expert knowledge, simulation and analysis tools,
and procedures. Such a repository could be organized in terms of a product-oriented
model for legacy data and software, or as a service-oriented model for a more flexible
and easier-to-use agent-based information system.
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The success of this repository will depend upon the efforts of teams of computer sci-
entists, domain scientists, and software vendors to construct curated and documented
repositories with advanced search capabilities. To produce the necessary tools for such
a repository, research funding will be required for the theme areas identified previously
in Section 4.3, including middleware and distributed resource discovery; metadata and
tools for reusability; user interfaces and visualization; navigation, query languages, data
exploration, and browsing; modes of collaboration; performance issues; scale, compres-
sion, and multi-resolution representation; data mining; integration, heterogeneity, and
reusability; and distributed algorithms for search and retrieval, pattern recognition,
and similarity detection.

The success of the STEP standard for the exchange of manufacturing product data (driven
by Department of Defense requirements) provides a strong example of a collaborative devel-
opment process undertaken by the research community, professional societies, industry, and
government that can be applied to multidisciplinary science and engineering. These areas
need their facilitators (DoD, Department of Energy, Department of Commerce, NSF, etc.)
to motivate standards (e.g., metadata standardization) and multidisciplinary cooperation
and collaboration.
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7.1 Friday, May 15

Friday, May 15, 1998
Time ‘ Location ‘ Event
‘ 7:30—9:00 ‘ Concord B ‘ Registration and continental breakfast
9:00— 9:15 | Concord B | Introduction
Prof. Nicholas M. Patrikalakis, MIT
9:15—-9:45 | Concord B | “Collaborative Design and Visualization”
Prof. Jarek Rossignac, Georgia Institute of Technology
9:45-10:00 | Concord B | “Advanced Networks for Distributed Systems’
Dr. George Strawn, NSF
10:0010:15 | Concord B | “Infrastructure for New Computational Challenges’
Dr. John C. Cherniavsky, NSF
| 10:15-10:30 | | Break
10:3011:00 | Concord B | “Forecasting and Simulating the Physical-Acoustical-
Optical-Biological- Chemical-Geological Ocean”
Prof. Allan R. Robinson, Harvard University
11:0011:45 | Concord B | “The Metadata Landscape: Conventions for Semantics,
Structure, and Syntax in the Internet Commons”
Dr. Stuart Weibel, Online Computer Library Center
11:45-12:00 Break
12:00—1:30 | Concord B | Lunch
“Information Science Initiatives at NASA”
Dr. William J. Campbell, NASA
1:30— 1:45 | Concord B | Breakout group goals, themes, and topics
Prof. Nicholas M. Patrikalakis, MIT
1:45-3:30 | Concord B | Four breakout groups meet to charter future research
Wright agenda
Loudoun
Clipper
| 3:30—3:45 | | Break
3:45—6:00 | Concord B | Four breakout groups continue
Wright
Loudoun
Clipper
| 6:00—-6:30 | | Break
6:30— 7:00 | Concord A | Cash bar/social
7:00— 9:00 | Concord A | Dinner
Speech by Dr. Joseph Bordogna, NSF
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7.2 Saturday, May 16

Saturday, May 16

Saturday, May 16, 1998
Time ‘ Location ‘ Event
7:30— 8:30 ‘ ‘ Continental breakfast
8:30— 8:45 | Earhart/Lindbergh | “Workflow and Process Automation in Inforormation
Systems: A Proposal for a Multidisciplinary
Research Agenda and Follow-up”
Prof. Amit P. Sheth, University of Georgia
8:45—9:00 | Earhart/Lindbergh | “Interfaces to Scientific Data Archives”
Dr. Roy D. Williams, California Institute of
Technology
9:00— 9:15 | Earhart/Lindbergh | “Integrating Biological Databases’
Prof. Peter Buneman, University of Pennsylvania
9:1510:15 | Earhart/Lindbergh | Four breakout groups meet to summarize their
Fairfax discussion
Loudoun
Clipper
[ 10:1510:30 | | Break
10:3011:30 | Earhart/Lindbergh | Four breakout groups meet to prepare plenary
Fairfax presentations
Loudoun
Clipper
11:30— 1:15 | Wright Lunch, “STEP Models and Technology”
Dr. Peter R. Wilson, Boeing
1:15—3:15 | Earhart/Lindbergh | Four breakout group summary presentations to
plenary session
| 3:15-3:30 | | Break
3:30— 4:25 | Earhart/Lindbergh | Plenary discussion of group recommendations
Moderator: Prof. Nicholas M. Patrikalakis, MIT
4:25—4:30 | Earhart/Lindbergh | Concluding remarks to plenary session
Dr. Maria Zemankova, NSF
4:30— Plenary session of workshop adjourns
4:30— 6:00 | Fairfax Executive session with breakout group chairs,
workshop program committee, and NSF observers
to discuss final report
6:00— Workshop adjourns
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Background Material

. The Digital Earth: Understanding Our Planet in the 21st Century, a speech by Vice-

President Al Gore, California Science Center, Los Angeles, California, January 31,
1998 (http://www.opengis.org/info/pubaffairs/ ALGORE.htm).

. M. L. Dertouzos, What Will Be: How the New World of Information Will Change Our

Lives (San Francisco: Harper, 1997).

. Federal Geographic Data Committee’s Content Standard for Digital Geospatial Meta-

data (CSDGM), Version 2 (Draft), April 7, 1997 (http://www.fgdc.gov/Standards/
Documents/Standards/Metadata/csdgmv2-0.{pdf,wpd}).

. NSF Workshop on Interfaces to Scientific Data Archives, Pasadena, California, March

25-27, 1998 (http://www.cacr.caltech.edu/isda/).

. NSF Workshop on Scientific Databases, Charlottesville, VA, March 1990. Techni-

cal Report CS-90-21, Department of Computer Science, University of Virginia, Au-
gust 1990 (ftp://ftp.cs.virgina.edu/pub/techreports/CS-90-21.{ps,txt}.Z, ftp://ftp.cs.
virgina.edu/pub/techreports/CS-90-22.{ps,txt }.Z).

. NSF Workshop on Workflow and Process Automation in Information Systems, Athens,

Georgia, May 8-10, 1996 (http://lsdis.cs.uga.edu/activities/NSF-workflow/).

. President’s Committe of Advisors for Science and Technology (PCAST), Teaming with

Life: Investing in Science to Understand and Use America’s Living Capital, PCAST
Panel on Biodiversity and Ecosystems, March 1998 (http://www.whitehouse.gov/WH/
EOP/OSTP/Environment /html/teamingcover.html).

. Second Furopean Conference on Research and Advanced Technology for Digital Li-

braries, September 21-23, 1998, Heraklion, Crete, Greece (http://www.csi.forth.gr/
2EuroDL/).

. Second IEEE Metadata Conference, Silver Spring, Maryland, September 16-17, 1997

(http://www.llnl.gov/liv_comp /metadata/md_97.html).
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